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Abstract

This paper proposes a novel real-time hand gesture recognition scheme explicitly targeted to depth data. The
hand silhouette is firstly extracted from the acquired data and then two ad-hoc feature sets are computed from
this representation. The first is based on the local curvature of the hand contour, while the second represents
the thickness of the hand region close to each contour point using a distance transform. The two feature sets
are rearranged in a three dimensional data structure representing the values of the two features at each contour
location and then this representation is fed into a multi-class Support Vector Machine. The classifier is trained
on a synthetic dataset generated with an ad-hoc rendering system developed for the purposes of this work. This
approach allows a fast construction of the training set without the need of manually acquiring large training
datasets. Experimental results on real data show how the approach is able to achieve a 90% accuracy on a typical
hand gesture recognition dataset with very limited computational resources.

1. Introduction

Hand gesture recognition [WKSEI11] is attracting a grow-
ing interest due to its applications in many different fields
like human-computer interaction, robotics, computer gam-
ing and automatic sign-language interpretation. The solution
of this problem using image and video data [WKSE11] has
always been very challenging but the introduction of low
cost consumer depth cameras, like Time-Of-Flight and struc-
tured light cameras [DMZC12], has opened the way to novel
approaches based on three-dimensional information. Depth
data contains a very informative description of the hand pose
that is very useful for gesture recognition applications.

This paper presents a novel real-time approach for ges-
ture recognition based on depth data that can be used both
for setups where the camera is facing the user or for head-
mounted sensors. The proposed approach works on a single
frame, thus making it suited for head mounted applications
where the camera can move with respect to the arm. The
hand is firstly extracted from the depth map and its silhouette
is computed. Then two different descriptors are computed
from the silhouette information. The first represents the local
curvature along the hand contour, while the second is based
on a distance transform and represent the thickness of the
hand region close to each contour point. These descriptors
are used to build a multi-dimensional feature set represent-
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ing the local curvature and distance transform values at the
various contour points. Finally a multi-class Support Vector
Machine (SVM) classifier is used to recognize the performed
gestures. The classifier is trained on a synthetic dataset pro-
duced with an ad-hoc rendering system, thus allowing the
training on a large dataset without all the cumbersome work
required for the construction of very large real datasets.

This paper introduces several novel contributions. Firstly
two new sets of ad-hoc features for hand gesture recogni-
tion have been proposed. This work also introduces an effi-
cient solution for the construction of large synthetic training
datasets and demonstrates that training on synthetic data can
be sufficient in order to effectively classify real gesture sam-
ples. This allows to avoid the cumbersome construction of
large real data training datasets. Finally, it introduces a new
kind of three-dimensional structure for the combination of
multiple features, which proved to generalize well to the real
case yet requiring little computational power.

The paper is organized in the following way: Section 2
presents the related works. Section 3 introduces the general
architecture of the proposed system. Section 4 presents the
proposed feature extraction schemes. Then the classification
scheme exploiting synthetic training is described in Section
5. Experimental results are in Section 6 and finally Section
7 draws the conclusions.
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2. Related works

Several different hand gesture recognition approaches ex-
ploiting depth data have been introduced recently. There are
various schemes but the most common basic pipeline con-
sists in firstly extracting a set of relevant features from the
depth data and then applying a suitable machine-learning
technique in order to recognize the performed gesture. The
approach of [KZL12] exploits silhouette and cell occupancy
features to build a shape descriptor that is then fed to a
classifier based on action graphs. Volumetric shape descrip-
tors and a classifier based on Support Vector Machines are
used both by [SSM10] and [WLC*12]. Another commonly
used solution is to compare the histograms of the distance
of hand edge points from the hand center in order to recog-
nize the gestures, as in [RYZ11], [RMY11] and [DDM*13].
Four different types of features are extracted and fed into a
SVM classifier in the approach of [DDZ14]. The approach
has also been extended with different classification and fea-
ture selection schemes [NLD*13] and by exploiting also
the data from the LeapMotion sensor [MDZ14]. The ap-
proach of [QZYJ14] exploits a convex shape decomposi-
tion method in order to recognize the palm, fingertips and
hand skeleton and then use this data for gesture recognition.
In [KOWW 15] the hand point cloud is described using View-
point Feature Histograms (VFH) and Hidden Markov Mod-
els are used for the classification of static gestures while dy-
namic data is handled with Dynamic Time Warping (DTW).
A novel descriptor representing the local distribution of 3D
samples acquired by the depth sensor is proposed in [ZT15]
and exploited for hand gesture recognition. Another recent
work [DLK14] exploits a Random Forest Classifier trained
on synthetic data to recognize the various hand parts and
then uses this information for hand gesture recognition.

3. Overview of the proposed approach

The proposed approach encompass two main steps (the ba-
sic pipeline is shown in Figure 1). In the first step the hand
is segmented from the rest of the scene and two sets of rel-
evant features are extracted from the silhouette of the hand
on the depth map. The first set of features captures the lo-
cal curvature of the hand contour, while the second exploits
the distance transform representation to get the thickness of
the hand region corresponding to each contour point. In the
second step the extracted features are used to build a three-
dimensional vector representation that is fed to a classifier
based on Support Vector Machines. The classifier is trained
on a synthetic dataset constructed with the method of Sec-
tion 5.1 and used to recognize gestures from a real dataset
acquired with the Creative Senz3D consumer depth camera.

4. Feature Extraction

Both the proposed feature sets are based on the silhouette of
the hand in the depth map. For this reason the hand is first
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Figure 1: Pipeline of the proposed approach.

extracted from the rest of the scene and then a binary mask
representing the hand samples on the depth map is computed
as detailed in Subsection 4.1. The two sets of features are
finally extracted from the mask using the approaches de-
scribed in Subsections 4.2 and 4.3.

4.1. Hand segmentation

The first step consists in the extraction of the samples cor-
responding to the hand region from the depth map. The pro-
cess assumes that the hand is close to the camera and starts
with a thresholding of the depth values that removes all the
samples with a distance bigger than a pre-defined threshold
that depends on the selected application (e.g., for the exper-
imental results we used 0.5m). In this way an initial hand
mask is obtained (see Figure 2a): the set of all the points in
this initial mask will be denoted with #’. This assumption
is verified in many typical hand gesture recognition settings,
however more refined approaches can be used for more chal-
lenging situations, e.g., by using together color and depth in-
formation [DDZ14]. Typically after this operation the hand
remains in the scene together with the first part of the arm
and some other isolated objects or spots due to the noise of
the sensor. The longest contour, that typically corresponds
to the hand, is extracted from the binary mask and a second
mask "’ containing the area inside this contour is also gen-
erated. Notice that this mask contains only the hand without
other objects. However, any internal contour or hole inside
in the hand region will be filled (e.g., the area between the
thumb and index of the “Ok” gesture in Figure 2). For this
reason the masks 7’ and "’ are intersected in order to get
the mask '

H/Il _ H, |,T,;_[// (1)

which contains only the hand points together with the wrist
and the first part of the forearm. In order to find the hand
center, a distance transform (DST) is applied to the binary
mask H'” and the maximum of the DST is located. More
precisely a new data structure D’(x) = D’ (u,v) containing
the distance from each pixel x = (u,v) to the closest point
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not belonging to the mask is constructed, i.e.,

/ . .

D)= min, (el Iy k) @)
where the Manhattan (i.e., d;) distance has been used as the
distance metric. The approach of [Bor86] has been used for
the computation of the distance transform, an example of the
results of the algorithm is shown in Figure 3a. The maximum
of D' (u,v),

Dpgx = max D' (u,v) 3)

(u,v)

is computed and the point corresponding to the maximum of
the DST is selected as the palm center C (if multiple pixels
with the same highest distance transform value are present
their barycenter is selected as the hand center). After locat-
ing the palm center, a circle of radius R = 3Dy centered
on Cy is computed and all the points outside the circle are
excluded from the mask thus obtaining the final hand mask
H (u,v). Notice that this final step allows to remove the fore-
arm if it has been included in the hand shape. The distance
transform is also re-computed using this updated mask, thus
obtaining a new set of distance values D(u,v) that will be
used for the construction of the distance features (see Sub-
section 4.3). The orientation of the hand is then obtained by
computing the first two moments of the binary mask (see
Figure 3b for an example). Finally the hand region is re-
sampled to 100 x 100 pixels in order to normalize the data
with respect to people with different hand sizes. The exter-
nal contour of the mask H is then computed, leading to a
sequence of points b’y,....b’. The sequence is uniformly
resampled into a sequence by, ..., b, with a constant number
of samples n thus making the approach invariant to the num-
ber of pixels in the contour (for the results we used n = 500).
This sequence will be used in the feature extraction step. The
starting point b of the contour is selected as the one corre-
sponding to the computed orientation, in order to make the
approach also rotation invariant.

4.2. Contour curvature features

The first set of features describes the curvature of the con-
tour by,...,b, computed in Subsection 4.1. The contour is
analyzed and for each sample b; the curvature is computed as
the angle made between the set of the preceding samples and
the set the subsequent ones. More precisely, let p; and s; be
the barycenter of the k preceding samples and the barycenter
of the k subsequent samples respectively (for the results we
used k =5), i.e.,:

1 k
pi= Y bij “
=1

| &
Si=y Y by, )
=

Finally, the curvature c; associated to the i-th sample is com-
puted as the angle between the vectors (b; —p;) and (s; —b;),
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Figure 2: Computation of the initial hand mask: a) Depth
map from the sensor; b) Binary mask from the threshold-
ing operation (H' (u,v)); ¢) Area inside the longest contour
(H" (u,v)); d) Intersection of the two masks (H"' (u,v)).

a) b)

Figure 3: a) Distance transform computed on a sample
hand mask (the circle has a radius equivalent to the maxi-
mum of the distance transform); b) hand center and orienta-
tion obtained from the binary moments.

¢; = arccos [(b; —p;) - (si —b;)] (6)

As shown in Figure 4, the algorithm computes the devia-
tion from the straight direction made by the contour in prox-
imity of the i-th sample and thus each value ¢; is included
in the range [—T, +7] (notice that also the orientation of the
curvature is considered). Averaging over the k closest pix-
els in both directions makes the approach more stable with
respect to the noise on the contour, specially when dealing
with real data. The result of this computation is a sequence
of values ¢ = (cy,...,cn) representing the local curvature at
each location of the contour.

4.3. Distance-based features

The second descriptor represents the thickness of the hand
region associated to each contour point. In order to compute
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Figure 4: Computation of the curvature value c; at the lo-
cation of sample b;. Point p; (shown with a green star) is
the barycenter of the preceding samples and s; (shown with
a blue star) is the barycenter of the subsequent ones. (Best
viewed in color)

this descriptor, the distance transform D(u,v) computed in
Subsection 4.1 on the hand mask H is exploited. For each
contour sample b; the direction n; perpendicular to the con-
tour is considered and the values of D(x) along this direction
are analyzed (see Fig. 5). The maximum value of the DST
along the direction n; going towards the center of the hand is
then selected (the search stops when a maximum is found),
ie.

di = m]?xD(b,- +n;- k) 7

where k is the displacement from the contour in pixels that
grows until a maximum is found (i.e., the values of D start
to decrease).

At the end of this process a sequence of values d =
(dy,...,dn) is obtained, each value d; giving the distance
value associated to the i-th sample. As shown in Figure 5,
higher values correspond to the palm area and to groups of
fingers joined together, while the DST takes smaller values
in the fingers region.

5. Gesture Recognition

After computing the two feature descriptors, their values are
fed to the classification algorithm. The employed classifier
is a Support Vector Machine (SVM) trained on a synthetic
dataset built using the approach of Subsection 5.1. In order
to perform the recognition, feature data are firstly rearranged
in a three dimensional structure and then fed to the SVM
classifier as described in Subsection 5.2.

5.1. Construction of the synthetic training dataset

A typical issue of many machine learning techniques is that
a large dataset is required to properly train the classifier. The

Figure 5: Computation of the distance-based features: the
green arrows represent the direction along which the maxi-
mum DST value is chosen.

acquisition of training data is a critical task that can require
a huge amount of manual work. In order to solve this prob-
lem a possible solution is to perform the training on a com-
puter generated dataset that simulates the data that would
have been acquired in a real setup. The rendering of an ac-
curate hand shape is not an easy task, because of its anatomy
and because of the large variety of poses that it can assume.
A commonly used approach for the rendering of the human
and hand shape in different poses is linear blend skinning. In
this work this model is exploited together with a 42-DOF
skeleton (see Figure 6): starting from the open source li-
brary LibHand v0.9 [S11], we developed a new rendering
library (that is available at http://1lttm.dei.unipd.
it/downloads/handposegenerator ). It shares the
textured 3D model of the hand used by LibHand but exploits
an ad-hoc OpenGL renderer for a fast rendering pipeline.
The depth information is exported in order to simulate the
data that is provided by the depth camera in the real setup.
The software also allows to control all the parameters of
the renderer in order to get results as similar as possible to
the real data. For each gesture we considered several differ-
ent hand positions and orientations, different inter-distances
of the fingers and we generated a large number of training
frames. The synthetic depth images are a good representa-
tion of the real ones (see Figure 7), and a large dataset con-
taining 35200 samples has been generated. There are 3200
different samples for each of the 11 gestures considered for
the experimental results (see Section 6) corresponding to
different orientation and small variations in the position of
the fingers. In particular 5 different inclinations in the x-
axis direction, 4 in the y-axis one and 5 for the z-axis have
been considered, thus obtaining 100 possible orientations.
Different small perturbations of the positions of the fingers
(e.g., a bit closer one to the other) have also been consid-
ered and 32 different variations of each pose have been gen-
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erated. By combining all possible positions and orientation,
100x32 = 3200 samples for each gesture have been obtained.

Figure 6: 42-DOF hand skeleton used by the rendering li-
brary.

Figure 7: Comparison of real data acquired by the ToF sen-
sor (first row) and synthetic depth maps (second row) on 3
sample gestures.

5.2. Classification of the feature data

Gesture recognition is performed by using a multi-class one-
against-one SVM classifier, trained on the synthetic dataset
presented in Subsection 5.1. For each input frame, a feature
vector is computed starting from the contour curvature and
distance-based features extracted as described in Section 4.
An example of the content of the two feature vectors for a
sample gesture is plotted in Figure 8, where the vectors ¢ and
d are shown by plotting each element value against its index.
Rather than directly using the two vectors ¢ = (cy,...,cn)
and d = (dy,...,dn), the data have been rearranged in or-
der to better capture significant correlations between the two
descriptors.

A naif approach is to feed the Support Vector Machine
with a simple concatenation of ¢ and d. Much of the effec-
tiveness of this basic solution relies on how precisely the
hand orientation is estimated for each frame, or at least on
the invariance of the orientation information with respect to
frames of the same gesture. Due to the not too precise esti-
mation of the hand orientation this approach provided sub-
optimal results in our experiments.

Another approach is to plot on a plane the discrete para-
metric curve given by (c;,d;), the parameter i taking values
from 1 to n. An example of this representation is shown in
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Figure 8: Curvature and distance features for a sample ges-
ture. The feature values have been plotted starting from the
red point and proceeding in clockwise order along the hand
contour.

Figure 9 that displays the curvature and distance couples
(ci,d;) taking the index i as an implicit parameter. In this
case, since the shape of the curve does not depend on which
contour sample is chosen as the starting point, the orien-
tation estimate plays no role in the descriptor computation
performed with this approach. On the other hand, exploiting
only this kind of features without exploiting the information
about the variations of the curvature or of the distance with
respect to the position of the samples may results in a signif-
icant drop in the prediction accuracy of the classifier, espe-
cially if a relatively good orientation estimate is available.

1.0

0.8

distance
o
o

I
>

0.2

curvature

Figure 9: Plot of the the parametric (c;,d;) curve for the
sample gesture of Figure Sa.

The idea exploited in this work is to make explicit the
parameter i, or equivalently to look at the triples (c;,d;,i)
for i =1,...,n as coordinates in a three-dimensional space.
An array representation of a quantized and smoothed ver-
sion of the resulting 3D plot is computed and used as the
feature vector to be given in input to the classifier. More pre-
cisely, the ranges of possible values of ¢; € [0,2n] (curva-
ture values are shifted from [—=, 7] to [0,27] in order to sim-
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Figure 10: Example of the three-dimensional array A cor-
responding to the gesture in Figure 8 for some sample val-
ues of the index j. The employed parameters are n. = 20,
ng = 20, n; = 10, O = 4.0, Oy = 1.5, O, = 1.0.

plify the representation) , d; € [0,1] and i € [1,n] are divided
into three set of quantization intervals, i.e., Io = {1,...,nc},
I; ={1,....n4} and I; = {1,...,n;} respectively. A quan-
tization function is then used mapping each triple (c;,d;,)
to the corresponding combination of quantization intervals,
represented by a triple of integers (j,h,k) in Io X I; X I;. A
three dimensional array A of size ne X ng X n; is created
where the entry A(j,h,k) is set to 1 if there exists at least
one triplet (c;,d;, i) which is mapped to (j,h,k) € I X I; X I;
by the quantization function, and it is set to O otherwise. Fi-
nally, a multi-dimensional Gaussian filter is applied to the
array, using suitable standard deviations &, 6,4, and o; for
each dimension along which the filter is applied. In order to
handle the boundaries, before applying the filter, the array
is extended outside its borders with zeros along the first two
dimensions (those relative to the intervals /. and I;), while
wrapping is performed along the third dimension (the one
accounting for intervals /;). An example of the resulting rep-
resentation is given in Figure 10, where four slices along
the third dimension of the 3D array are shown. The array is
computed from the same input gesture acquisition of Figure
8, and the different intensities of blue are used to represent
the element values ranging from O (white) to 1 (dark blue).

By varying both the granularity of the quantization inter-
vals I; and the amount of Gaussian smoothing applied along
the third dimension (i.e., varying o;), it is possible to im-
plicitly reduce the weight that the position information of
the feature values (and consequently the orientation infor-
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Figure 11: The figures shows 4 different slices of the fea-
ture array A for 3 different repetitions of 4 different gestures
(i.e., gestures G1, G3, G5 and G6). Notice how the slices are
similar for different repetitions of the same gesture and very
different among different gestures.
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mation) has in describing the different gestures. It is also
possible to vary the importance of curvature features over
distance features by conveniently adjusting both the number
of intervals n¢, n; and the standard deviations G, G, relative
to the first and second dimension.

For the experimental results n. = 20, n; =20 and n; = 10
have been used to perform quantization. The standard de-
viations of the Gaussian filter have been set to o, = 1.5,
6; = 1.5 and 6; = 1.0. An additional smoothing has also
been applied separately to both curvature and distance vec-
tors ¢ and d as a pre-processing step before computing
the three-dimensional array. In particular, a 1-dimensional
Gaussian filter with standard deviation ¢ = 2.0 has been
used to smooth curvature values. For the distance vector a
standard deviation 6 = 4.0 has instead been used.

In Figure 11 the computed features are reported for three
different repetitions of 4 different gestures (gestures G1, G3,
G5 and G6). For each repetition, four slices of A are dis-
played corresponding to values j = 1,3,5,7, notice how the
basic shape of the descriptor remains the same along the var-
ious repetitions. By looking also at the different gestures in
the figure it is possible to realize that the shapes are char-
acteristic of the performed gesture and allow a very good
discrimination between the different gestures.

6. Experimental Results

In order to evaluate the proposed approach an hand ges-
ture dataset has been acquired with a Creative Senz3D cam-
era (also known as SoftKinetic DepthSense 325).The device
has both a RGB camera and a Time-Of-Flight (ToF) depth
sensor. The depth resolution is 320 per 240 pixels, with a
frame rate ranging from 6 to 60. The automatic confidence
threshold function of the sensor has also been used to obtain
a better starting depth map while color data has not been
used for this work. The dataset contains 11 different ges-
tures performed by 4 different people. A sample color and
depth frame for each gesture is shown in Figure 12, notice
how the dataset contains different gestures with the same
number of raised fingers, gestures with fingers very close
each other and with fingertips touching each other. Each
gesture has been repeated by each user 30 times for a to-
tal of 1320 acquisitions. The dataset is available at http:
//lttm.dei.unipd.it/downloads/gesture?2.

Table 1 shows the results obtained by training the classi-
fier with the approach of Section 5.1 on the synthetic dataset
and then performing the testing on real data contained in the
acquired dataset. Most of the gestures are correctly recog-
nized and an average accuracy of 90% has been obtained.
This is a quite remarkable result considering that the train-
ing has been performed on a synthetic dataset without any
real acquisition. The synthetic data proved to be very sim-
ilar to real acquisitions and the extracted features are sta-
ble across different repetitions of the same gesture but at the
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same time they are able to discriminate different gestures.
Looking more in detail at the results in Table 1 it is possible
to notice how the accuracy is above 80% for all the con-
sidered gestures and very close or above 90% for most of
them. The most critical gestures are G2, G7 and G9. G2 is
sometimes confused with G3 since they differ only for the
position of the thumb that in some acquisitions is not very
easy to detect from the silhouette. G9 is another challenging
gesture due to the touching fingers. It is recognized 82% of
the times, a good result considering that many approaches
based on fingertips detection are typically completely un-
able to handle this gesture. G7 and G11 both have a single
raised finger and sometimes are confused each other. This is
a typical problem for many gesture recognition approaches
since orientation information from PCA or moments compu-
tation, that should be the key to disambiguate such configu-
rations, is usually not very accurate. The three-dimensional
data structure allows to improve performances on such con-
figurations, but there is still room for further improvements.

With regard to the effectiveness of this arrangement of the
features, it is interesting to look at Table 2 which reports, in
the left column, the per-gesture accuracies obtained by feed-
ing the SVM with a simple concatenation of the curvature
features vector ¢ with the distance-based feature vector d.
These results are compared with those achieved by the pro-
posed approach (that exploits the three-dimensional struc-
ture to combine the two type of features), which are listed
in the rightmost column. The table clearly shows how the
proposed scheme allows to significantly improve the recog-
nition accuracy. The effectiveness of both ¢ and d descrip-
tors depends on how well the hand orientation is estimated,
since the two vectors are not invariant to rotations. Small
variations in these estimates for samples capturing the same
gesture may lead to poor classification results, as it can be
noticed from the table.

The proposed approach has also very limited computa-
tional requirements (see Table 3). The hand segmentation
requires 3.1ms on average on a standard PC (we performed
the tests on an Intel i5-2430 CPU running at a 2.4Ghz).
The extraction of the features can be computed in only
0.83ms while SVM classification takes around 1ms on aver-
age. Summing up the three steps, the average total execution
time is less than Sms for each analyzed frame. This corre-
sponds to a frame rate of 200f ps that makes the approach
very well-suited for real-time gesture recognition tasks. Fur-
thermore the proposed approach does not exploit multi-core
architectures or the GPU, even better performances can be
obtained with a fully optimized implementation.

7. Conclusions

In this paper a novel real-time hand gesture recognition
scheme has been presented. Two different feature sets have
been developed ad-hoc for this problem, based on the
contour curvature and on the shape thickness represented
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Gl G2 G3 G4 G5 G6 G7 G8 GY | G10 | G11

Gl | 094 | 0.00 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.05 | 0.00 | 0.00
G2 | 0.00 | 0.84 | 0.12 | 0.00 | 0.00 | 0.03 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00
G3 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00
G4 | 0.00 | 0.00 | 0.00 | 0.88 | 0.09 | 0.00 | 0.02 | 0.00 | 0.00 | 0.00 | 0.02
G5 | 0.00 | 0.00 | 0.00 | 0.06 | 0.88 | 0.00 | 0.00 | 0.00 | 0.00 | 0.06 | 0.00
G6 | 0.00 | 0.03 | 0.00 | 0.00 | 0.00 | 0.88 | 0.00 | 0.00 | 0.04 | 0.00 | 0.05
G7 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 | 0.00 | 0.80 | 0.00 | 0.00 | 0.00 | 0.19
G8 | 0.02 | 0.02 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 093 | 0.04 | 0.00 | 0.00
G9 | 0.00 | 0.12 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.05 | 0.82 | 0.00 | 0.01
G10 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.08 | 0.00 | 0.00 | 0.92 | 0.00
G11 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00

Table 1: Performance of the proposed approach on the acquired dataset. The Table shows the confusion matrix for the 11

different gestures contained in the dataset. Due to rounding effects some rows can sum up to 0.99.

Gl G2 G3 G4 G5 G6 G7 G8 GY | G10 | G11 | Al
c+d 097 | 053 | 0.84 | 0.72 | 0.66 | 0.77 | 0.77 | 0.28 | 0.17 | 0.93 | 0.37 | 0.64
3D array | 094 | 0.84 | 1.00 | 0.88 | 0.88 | 0.88 | 0.80 | 0.93 | 0.82 | 0.92 | 1.00 | 0.90

Table 2: Per-gesture accuracies achieved by exploiting the concatenation feature vector ¢ +d (first row) and by the proposed
three-dimensional feature array (second row). Results in the first row were obtained using the best configuration returned by a
grid search over a number of parameters controlling sub-sampling and smoothing of ¢ and d.

Step Execution Time
Hand Segmentation 3.1 ms
Feature Extraction 0.83 ms
SVM Classification 1 ms

Total 4.93 ms

Table 3: Average execution time of the various steps of the
proposed approach. The test have been performed on a stan-
dard PC with an Intel i5 processor.

through a distance transform. The extracted features have
proved to be discriminative and at the same time stable
across different repetition of the same gesture. By arranging
them in a smoothed three-dimensional data structure a rep-
resentation suited to be used in an SVM classifier has been
obtained. The critical problem of the classifier training has
been solved by developing a synthetic rendering application
able to create realistic synthetic depth maps that can be used
for the training. Experimental results showed how the clas-
sifier trained on synthetic data is able to generalize to real
data obtaining a 90% accuracy on a challenging real dataset.
Furthermore the proposed approach has very limited compu-
tational requirement and is able to analyze each frame in less
than Sms on average. Further research will be devoted to the
introduction of novel feature descriptors and to the exten-
sion of the proposed approach to the recognition of dynamic
gestures exploiting also the temporal information.
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