
Abstract
Deep networks forget old tasks when learning new ones. We focus on
class incremental continual learning (CL) in semantic segmentation.

We exploit two data replay strategies:
- Gan (BigGan)
- Web (Flickr)

Continual Segmentation
Our Focus: Class-Incremental Continual Learning in Semantic Segmentation

Many setups have been prposed with different background representations 
and annotation of previous classes in future steps.

Our Approach (RECALL)
RECALL: Replay Continual Learning
Ø We use replay data via generative models or web-crawling to alleviate 

catastrophic forgetting
Ø We address the background shift by a self-inpainting scheme 

Background Inpainting

Results

Visual Results on Pascal VOC2012

Conclusion
o Replay data to alleviate forgetting in class-incremental learning:

• GAN  (BigGan)
• Web crawler (Flickr)

o Self-inpainting to handle the background shift

o RECALL outperforms state-of-the-art methods
• Especially when multiple incremental steps are performed
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Figure 2. Autonomous cars, industry robots and home assistant robots are just some of the possible
real world applications of UDA in semantic segmentation.

solution would be to transfer source knowledge acquired on a broader scenario and adapt it to the
specific setup being targeted. Such context, for example, is fairly common in industrial applications

An example application is face recognition, which represents a challenging problem that has been
actively researched for many years. Current models for face recognition perform very well when
training and test images are acquired under controlled conditions. However, their accuracy quickly
degrades when the test images contain variations that are not present in the training images [20].
For instance, these variations could be change in pose, illumination or view and depending on the
composition of training and test sets this can be regarded as a domain adaptation problem [20,21].

Another straightforward application lies in object recognition, where one may be interested in
adapting object detection capabilities from a typically larger set to a specific small-size dataset [22].

Furthermore, the recent improvements in the computer graphics field allowed the production
of a large amount of synthetic data for many vision-related tasks. This allows to easily obtain large
training sets but on the other side the domain shift between synthetic and real world data needs to be
addressed. In this field, the most predominant application is found in autonomous vehicles scenarios
as will be further discussed in Section ??.

In Figure 2 we show three typical scenarios in which UDA for semantic segmentation could be
highly valuable: namely, autonomous vehicles, industrial automation and domestic robots.

1.5. Outline

In this paper, we mainly focus on analyzing and discussing deep UDA methods in semantic
segmentation. Recently, there has been a large number of studies related to this task. However, the
motivating ideas behind these methods are different. To connect the existing work and hence to better
understand the problem, we organize the current literature into some categories. We hope to provide a
useful resource for the research of UDA in semantic segmentation.

The rest of the survey is organized as follows: in Section 2 a concise and precise formulation
of UDA for semantic segmentation is given outlining at which stage the adaptation process may
occur. Then, in Section 3 we give an overview of the state of the art literature on the topic. We start
from precursor techniques with weak supervision and then we propose a categorization based on the
levels of the adaptation space between source and target distributions. In Section 4 we introduce a
case study o synthetic to real unsupervised adaptation for semantic understanding of road scenes
and we give an overview of the results of existing methods grouped by network architecture and
evaluation scenario. In Section 5 we conclude our review with some final considerations on the
different adaptation techniques and we outline some possible future directions.

2. Unsupervised Domain Adaptation for Semantic Segmentation

2.1. Problem Formulation
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Code available: https://github.com/LTTM/RECALL
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